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troduction and History

reased number of cores per node for the foreseeable
emory parallel programming or threading

ene/Q: first production -quality HTM system
Intel HITM system called TSX with two flavors

ecessor to HTM: STM (Software Transactional Memory) by
ntel and Sun

t work Is related to our IWOMP 2010, 2012, 2014, and 2015

Methods: Multiple threads in a shared-memory setting can
, memory conflicts and

Methods: Multiple threads do lead to , but
IS hard to quantify; result: Instead
e Current work: Study and compare the effects of:
A (i) Restricted Transactional Memory (RTM & part of TSX),
A (il) Hardware Lock Elision (HLE 0 part of TSX), and
A (iif) OpenMP critical

E

Can TSX benefit iterative methods ?
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Sible Alternatives to TM

lon: One thread at a time &
t very scalable

. poor performance

MP atomics: Non-blocking protection d
pare-and-swap (CAS)

linked store conditional (LL/SS)

to single instruction

| atomics are not equivalent to one large transaction
lision: Speculative technique - (on

. - optimistic execution of a critical section

: - elides or bypasses acquiring the lock
- uses cache coherency mechanism to track reads/writes
- fransaction size limited to cache sized not as generalas TM
- If there Is no hardware support, defaults to acquiring the lock

Only OMP critical is available/applicable as comparison




M as part of OpenMP?

the concurrency control problem
ew: goes back toHerlihy and Moss (1993)
TM raises the level of abstraction

can coexist with current OpenMP concurrency
chanisms

M IS deadlock-free and expected to be scalable
ISe of use Is a key consideration
E SI mpl e synt ax, @penMP extelsigo s

#pragmatm_atomic [(safe_mode)]

{

< code >

}

Need high level support for TM




e

ntel I1SX Overview

nsactional Synchronization Extensions
rotocol detects memory access conflicts
emory (TM) with restricted working set

codes to behave as if implemented with fine-
In reader-writer locks

re Lock Elision (HLE): extension for existing locks
essor speculates critical section, but preserves all locksemantics
case of a conflict the | ock i

& ,
‘£ Restricted Transactional Memory (RTM): new transaction
Instructions
A explicit begin and commit transaction operations, no visible lock
A there has to be a nonspeculative back-off path in case of conflict

Two types of TM with hardware support
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JEer-Guided Speculative Locks

guirement: do not break any existing code
iIntroduced as hints

ee options were considered

gmas to prefix existing lock routines with the desired hint
plete set of new locking routines and lock types

ock Initialization routines to use with the existing lock API
linimal code modification, allows for incremental code adoption

E OpenMP lock review
A variable of type omp lock t or omp_nest_lock_t
A must be Initialized before first use with omp_init [ nest] lock()
A routines to initialize, set unset and testa lock and finally to destroyit

Softwarewas needed f or convenlti ent us
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Guided Speculative Locks

(Cont'd)

tions provide hints to the runtime system
oid kmp_init [ nest]  lock hinted ( omgd nest] lock t *
p_lock hint )
p_lock hint type lists high -level optimization criterions:
_lock_hint_none

D _lock hint_uncontended optimize for an uncontended lock

) _lock _hint_contended optimize for a contended lock
A kmp_lock hint_nonspeculative do not use hardware speculation
, A kmp_lock hint_speculative use HLE hardware speculation
' A kmp_lock hint _adaptive adaptively use RTM speculation

Aé pl us r oo m-speaficextgnsionsl o r
e Fundamental requirement: do not break any existing code
Open sourceOpenMP runtime o part of LLVM as well

Softwarewas providedf or conveni ent
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VIsror Scientific Computing

¢

exist for experimentation with TM

| terative met hods: what |
read synchronizations will converge -- eventually
lution: the one that is fastest to converge
.~ E Synchronization may not be crucial or necessary for convergence
& However: code Is code (and unpredictable)
e Therefore: threaded code should be synchronized

Need to study the effects of synchronization mechanisms




& Brief Review of AMG

Setup Phase

i * Select coarse “grids”

* Define interpolation, P™M m=1,2,...

* Define restriction, RI™ = (P(mh)T

* Define coarse-grid operators, Aim*1) = R(M) A{m} p(m)

Solve Phase (level m)

Smooth AM ym = fm Smooth AmM ym = fm

\ /
Compute rm = fm. A(mM) ym Correct U™ «— um+ em

Restrict rm*! = R(M) ¢m Interpolate em = P(m) gm*

O Solve AM1) @M+ = PN+




(G-S)

here
U, is the approximation itself
- fis the right hand side
Ajj represents the J-th component of row i in matrix A
- lcanbeeithernorntl,dependi ng on 06ageo

A This is parallelized by partitioning A row-wise
A has Jacobi-like update on node or thread boundaries



_ intel)
Jhe Connection to TV

ne TMassisted method used for mesh
smoothing can also be used for Hybrid G-S

Indeed, the formulae look similar:

for mesh smoothing:

- Nontrivial to parallelize because of the dependencies in u;:

- Race conditions exist, where probability of conflicts is

- Transactional memory will synchronize differently than OpenMP critical

- We have a write-after-read (WAR) conflictwhere the average itself might
change during the averaging process



L

Jhe Relevant Code Section

omp_lock t lock:
kmp _init lock _hinted(&lock , kmp lock _hint_speculative )

#pragma omp parallel for private(i.ii.jj.res) HYPRE SMP SCHEDULE
for (i D 1 < n: i++4)
1 S ostart of for—loop threaded over rows
il (el marker]|i| relax points &
A diag data| A diag i|i|] ! zero)
S0 ostart ol il —statement
[ datali]:
for (jj A offd i j7 < A offd i1 L i
{
il A wolffd i)
res — A offd data]ji] = Vext data|ii|:
1
omp_set lock(&lock ):
1 S0 ostart ol eritical region
Step 1 Take weighted—average .
for (] A diag i|i1e 3 o A diag i i1 i
{ S/ ostart of averaging for—loop
ii A diag jlii]:
res — A diag data|ji| * u datalii|:
} S0 end ol averaging for—loop
Step 20 Update current .
u datalil res A diag data| A diag Qi
} S0 end of ceritical region
omp_unset lock(&lock ):
} S0 end of il —statement
} S0 end of for—loop threaded over rows
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The Role of TSX

saction we have a WAR (write -after-read)

ry conflict comes from a variable being

t e ter 1t had been r €
ate by a different thread)
rol |l backs will then oref
wi |l |l typitcall y yordatéidfo of r
HLE: becomes upon conflict
E ™ : are possible depending on

DAPTIVE LOCK PROPS =M, N: adaptive -lock
£ The only comparable alternative to TSX is
E TSX has an effect on how the solution converges
= Tradeof f: RTM I s more exper

TSX adds algorithmic aspects of its own.
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EXperimental Results
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erimental Results (Cont.'d)

4. 8,16, 32 and 64 threads
f running with threads:

penMP critical
Ification of BoomerAMG branch of hypre

mpared against HGS, |; GS andl, Jacobi

S coarsening with extended+i interpolation
-preconditioned GMRES as solver

Run on Intel Xeon E5-2695v4 (Broadwell), 64GB mem.
Turbo Boost, hyperthreading and TSX enabled
Convergence measured in terms of residuals

m/ m/ m! m! m;

Goal: study convergence of AMG smoother



The Convergence (inteD

Convergence, 3-D Sphere, 4 threads

Convergence, 3-D Sphere, 2 threads

L

Residuals

N
.......

RTM

Residuals

RTM
HLE

O Critical

O HGs

HLE
O Critical
O HGs

L1-GS
A L1-Jacobi

10 20
Iteration number

L1-GS
A L1-Jacobi

10 20
Ilteration number

AOn 1 thread: RTM, HLE, critical and HGS identical to serial (not
shown)

AOn 2 threads: substantial difference between HGS and all
other options; HGS approaches L1-Jacobi

AOn 4 threads: RTM, HLE, critical, serial are very close to each
other; HGS deteriorates considerably, L1-GS does so slightly
AOn all thread counts: no change in L1-Jacobi (thread invariant)



Tthe Convergence (inteD

..........................

RTM
HLE

O Critical

O HGS

m— Serial
L1-GS

A L1-Jacobi

10 20 30
Iteration number

+ RTM

+ HLE
¢ critical
O HGS

— Serial

L1-GS

L1-Jacobi

20 3
Ilteration number

AOn 8 threads: RTM, HLE, and critical remain close to serial;

AOn 64 threads: RTM, HLE, and critical remain close to serial;
HGS does not converge; L1-GS deteriorates more
AOn all thread counts: no change in L1-Jacobi (thread invariant)

Adding synchronization to HGS resulted in convergence



Measuring Perfomance

ANew way to measure performance
(introduced at IWOMP 2014):

where r is now residual (not actual
rror or nAndistanc

AHLE, RTM and critical outperform
all others by orders of magnitude
(except on 1 thread)

e difference in performance between the various smoothers
eads: HLE is better than unsync

hrough 32 threads: HLE is better than all others
AFor this problemHLEi s over all fbesto on 16 thr

HLE is the overall best performer for this problem



