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• KIM Performance with OpenMP
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• Brief Introduction
• KIAPS - Korea Institute of Atmospheric Prediction System
• 9 Year project, approx. $100M funded by South Korean Government

• Vision & Goals 
• To develop the next generation global NWP system optimized to the 

topographic & meteorological features of Korea
• To reduce the economic loss caused by natural disasters and enhance 

productivity of industrial sector
• To build science & technology capacity that stimulates NWP research 

KIAPS Introduction



KIAPS Roadmap



• Roughly x1000 computation power increase in 10 years
• Clock speed → Core count (heat problem)
• Scalability will become one of the key issues in NWP modeling

Supercomputing Trends

June 2016, http://top500.org

http://top500.org


UM Scalability

Strong Scaling plot for ENDGame and 
New Dynamics forecast at N768 
resolution on the IBM Power 7. Baseline 
forecast on 24 nodes. 1 IBM node 
contains 32 processors.



Lat-Lon grid and Alternatives



•  Global, Fully Compressible, Nonhydrostatic Model
– High-resolution Cloud Resolving Earth System Model
– Systematic Global + Regional high resolution simulation
– Model that is capable of simulating across scales (Temporal & Spatial)

•  Scalable on Systems of CPU O(1E5) and beyond 
–  No pole singularity on the grid structure
–  Local numerical procedures (minimum communication)

•  Mass conservation
•  Shape-preservation, positive-definite, monotonicity, non-oscillatory for 

required scalars
•  High order accuracy
•  Computationally Efficient (i.e., that satisfies operational cutoff time)
•  Adaptive Mesh Refinement (AMR) capability (optional)
• Readiness for unknown target architecture (CPU, GPU, Xeon Phi, ?)

Next Generation NWP



2012 DyCore Model Inter-comparison Project



• Option 1
– Icosahedral / SCVT
– Finite Volume
– NCAR MPAS, NOAA FIM/NIM, DWD/MPI-M ICON, CCSR/JAMSTEC NICAM

• Option 2
– Cubed sphere
– Spectral Element (SE, CG for Continuous Galerkin) / Discontinuous Galerkin 
– NCAR CAM-SE, NPS NUMA

• Option 3
– Yin-Yang grid
– Finite Volume / Semi-Lagrangian
– CMC-GEM

KIAPS DyCore Options



Spectral Element Model Scalability

Denis et al. (2012) CAM-SE, CESM-atm component with full physics

Kelly and Giraldo (2012) NUMA



Spectral Element Communication Footprint

Spectral Element Discontinuous Galerkin



KIAPS Integrated Model (KIM)



KIM Development History



Mountain Wave



Typhoon Bolaven / Physics Verification



Semi-Real Time Operation Status



Megi Track Prediction Composite
Initial: 20160923 12UTC

FCST: 132h
Initial: 20160926 12UTC

FCST: 060h

KIM Cold (NE 120 = 25km)
UM (N768 = 17km)



Forecast Comparison
KIM UM

Init: 20160928 00UTC
Valid: 20161002 00/12 UTC (+96, 108h)



Specification of Uri System

20

System Configuration Description

Inter-Connection Network Cray Aries with Dragonfly topology

Number of Nodes 448

Processor Type Intel 12-core Haswell

Peak Performance Per Node 998.4 GFlop/s

Total Peak Performance 447.3 TFlop/s

Memory Per Node 128 GB

Total Application Memory 56.0 TB

■ We have been using Uri system (Cray supercomputer) for developing KIM model.
■ The system configuration is as follows. 



■ Experimental result 
• In order to improve the computational performance for KIM, OpenMP parallelization 

and vectorization (simd directives) is applied to the dynamics and physics modules.  
➔ performance improvement ratio: about 5 ~ 10%  

• The use of both the hyperthreading and OpenMP features at Uri system can 
improve the computational performance of the dynamics and physics modules. 
➔  performance improvement ratio: about 5% ~ 20%

OpenMP parallelization, vectorization, and Hyperthreading Test at Uri System



■ Experimental result 
• n-Way means the number of MPI processes times the number of OpenMP threads  
• Computational performance according to the number of threads  

➔ As the number of MPI processes increases, when two threads is used, the 
computational performance of KIM is optimal regardless of the use of 
hyperthreading. 

MPI vs. OpenMP Scaling Analysis

Without Hyperthreading With Hyperthreading



■ This figure is the extension to the scaling analysis using the processors more 
than 720-way, including 2400, 3600, and 5400-way. 

■ This figure also represents that it is easy to determine the optimal number of MPI 
tasks and OpenMP threads when the network condition for the MPI 
communication is not congested. 
• The use of two OpenMP threads provides the optimal performance of KIM model.

Hybrid MPI/OpenMP Program



■ It is difficult to determine the optimal number of MPI tasks and OpenMP threads 
when the network condition for the MPI communication is poor. 

■ In case of 3600, 4800, and 5400-way, the use of 48 OpenMP threads can offer 
the optimal performance (i.e., it can provide better performance compared to that 
of 2 OpenMP threads.)

Hybrid MPI/OpenMP Program



■ We can achieve optimal performance when using both hyperthreading and 
OpenMP features (parallelization and vectorization), compared to employing only 
the OpenMP features. 

■ OpenMP enabled KIM with more threads performs significantly better than that 
with fewer threads in congested network conditions. 

■ We plan to apply OpenMP offloading feature using computational accelerators, 
such as intel Xeon Phi MIC and GPU to KIM model.

Conclusion and Future Works



Thank You!


