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NERSC and our new 

system
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What is NERSC/LBNL
Å National Energy Research Scientific Computing Center 

(NERSC) is the primary computing facility for DOE 
Office of Science for its mission.
ï 6,900 users, >850 projects, >600 codes.

Å Strong focus on Science
ï A word-class resource to support world-class science.
ï 1,808 refereed journal publications, 22 journal covers (2014) 
ï 4 NERSC users have won Nobel Prizes

Å NERSC collaborates with vendors to deploy advanced 
HPC and data resources
ï /ƻƭƭŀōƻǊŀǘŜ ȅŜŀǊǎ ōŜŦƻǊŜ ŀ ǎȅǎǘŜƳΩǎ ŘŜƭƛǾŜǊȅ ǘƻ influence 

hardware and software design
ï Hopper (N6) and Cielo(ACES) were the first Cray petascale

systems with a Gemini 
ï Edison (N7) is the first Cray petascalesystem with Intel 

processors, Aries interconnect and Dragonfly topology (serial 
#1)

ï Cori (N8) will be one of the first large Intel KNL systems and 
will have unique data capabilities

Å NERSC is a Division at the Lawrence Berkeley National 
Laboratory(LBNL) and one of three divisions in 
compute science areas.
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2014 Allocation Breakdown



The Big Picture: KNL is Coming to 

NERSC

Å¢ƘŜ ƴŜȄǘ ƭŀǊƎŜ b9w{/ ǇǊƻŘǳŎǘƛƻƴ ǎȅǎǘŜƳ ά/ƻǊƛέ ǿƛƭƭ ōŜIntel Xeon 
Phi KNL (Knights Landing) architecture
ïEnergy efficient manycoresystem
ï > 9300 single socket nodes, multiple NUMA domains
ïSelf-hosted, not an accelerator
ï 72 cores/node, 4 hardware threads per core. Total of 288 threads per 

node
ïAVX512, larger vector length of 512 bits (8 double-precision elements) 
ïOn package high-bandwidth memory (HBM) 
ïBurst Buffer
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Edison / Cori Quick Comparison

Edison (Ivy-Bridge)   
NERSC Cray XC30 system

Å 12 Cores Per CPU
Å 24 Logical Cores Per CPU
Å 2.4-3.2 GHz
Å Vector length of 256 bits,    4 

Double Precision Ops per 
Cycle(+ multiply/add)

Å 2.5 GB of Memory Per Core
Å ~100 GB/s Memory 

Bandwidth

Cori (Knights-Landing)

Å 72 Physical Cores Per CPU
Å 288 Logical Cores Per CPU
Å Much slower GHz
Å Vector length of 512 bits,              

8 Double Precision Ops per Cycle 
(+ multiply/add)

Å < 0.3 GB of Fast Memory Per Core
Å < 2 GB of Slow Memory Per Core
Å Fast memory has ~ 5x DDR4 

bandwidth
Å Burst Buffer for fast IO



Programming Considerations: Running 

on Cori

ÅApplication is very likely to run on KNL with simple porting, 
but high performance is harder to achieve. 

ÅApplications need to explore more on-node parallelism 
with thread scaling andvectorization, also to utilize HBM 
and burst buffer options. 

ÅMany applications will not fit into the memory of a KNL 
node using pure MPI across all HW cores and threads 
because of the memory overhead for each MPI task.

ÅHybrid MPI/OpenMP is the recommended programming 
model, to achieve scaling capability and code portability. 

ÅCurrent NERSC systems (Edison/Hopper and Babbage) can 
help prepare codes for Cori.
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Program Portability/Maintainability

ÅMany NERSC users are also users at other 
DOE labs. Program portability is important to 
help maintain single source version of an 
application.

Å AǾƻƛŘ ŀǎ ƳǳŎƘ ŀǎ ǇƻǎǎƛōƭŜΥ άІifdefέ ŦƻǊ 
GPU/CPU, to use CUDA Fortran, OpenCL, 
OpenACCor OpenMP, and to use different 
compiler directives.

Å Regardless of processor architecture, users 
will need to modify applications to achieve 
performance
ïExpose more on-node parallelism in applications 

(OpenMPcan help) 
ï Increase application vectorizationcapabilities 

(OpenMPSIMD can help)
ïOpenMPis an industry standard that works on 

both CPU/GPU, promotes code portability
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Knights Landing



Application Readiness for Cori
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ÅWe begin to transition our workload 
to Cori manycoresystem
ï10 codes make up 45% of the workload

ï25 codes make up 66% of the workload

ÅNERSC ExascaleScience Application 
Program (NESAP)
ï20 application code teams selected to 

work with Cray, Intel and NERSC 
ÅSome starts from adding OpenMP, then 

explore scaling

ïClose collaborations with other DOE 
facilities, vendors and science community

ïTrainings and lessons learned will be 
made available to all application teams 
and users.



OpenMP Usage at NERSC
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Languages Used at NERSC

- 11 -

Å Here data are collected from all NERSC projects

Å If by machine hours used, Fortran is even more 
popular: 23 out of 36 top codes primarily use Fortran



Programming Models Used at NERSC
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ÅMPI dominates

Å 40% of projects use OpenMP



What is X if Use MPI+X at NERSC
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OpenMPis about 50%, out of all choices of X



OpenMP Threads Usage at NERSC
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Å Thread utilization is 
~20% and increasing

Å OpenMPadoption is 
not driven by memory 
capacity
ï OpenMPusage is 

higher on Edison 
even though it has 
more memory per 
core.

Å Thread concurrency 
increases over 
generations
ï Grows to match size 

of  NUMA domains.

MPP hours Hopper Edison

Fraction of hours 
usingOpenMP

19% 14% 21%
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Å Thread utilization 
increases with node 
count
ï More than half of the 

core hours using 2/3 of 
Edison are threaded. 
(not shown)

Å Thread concurrency 
increases with job size
ï Jobs with 12 threads per 

process is dominate at 
higher concurrency. 

Å Any OpenMPinefficiencies 
are outweighed by MPI 
scalability issues

High Concurrency Jobs Use More Threads
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Brian Austin et. al., NERSC Workload Analysis



Adoption of Threads Varies Across Science 

Areas
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